face of trypanosomes. Like the trypanosome surface membrane, the vacular membrane had underlying microtubules (Fig. 5F). The origin of these structures is unknown, but it may involve membrane transport or targeting.

The toxicity of O-11 for bloodstream trypanosomes may be related to the metabolism or function of the VSG GPI, especially because similar concentrations do not affect the growth and viability of procyclic trypanosomes. However, our experiments cannot rule out the possibility that toxicity is mediated by alteration of N-myristoylated proteins or by some change in membrane structure. The latter could be caused by incorporation of analog into phospholipids as well as into VSG. Whatever the mechanism of toxicity, these studies suggest a new approach to antitrypanosome chemotherapy.
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21. Mass analysis showed that after 6 hours of culture with 10 μM O-6 and O-13 the 14% of the fatty acids on trypanosome VSG were O-11, affecting up to 8% of the VSG molecules (17).
24. Lyase preparation, washes, and incubation buffers as in (10).
27. Methanalysis of glycolipid A and C and examination of the resulting fatty acid methyl ester by reverse-phase thin layer chromatography showed that O-11 or myristate incorporated into these GPI species was not metabolized; similar analysis of the other (less polar) labeled lipids showed that they contained both unmodified [FHO]-11 and [FHO]myristate as well as species that had been elongated (17).
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Reading a Neural Code
WILLIAM BLEAKE,* FRED RIEKE,* ROB R. DE RUYTER VAN STEVENINCK,+ DAVID WARLAND

Traditional approaches to neural coding characterize the encoding of known stimuli in average neural responses. Organisms face nearly the opposite task—extracting information about an unknown time-dependent stimulus from short segments of a spike train. Here the neural code was characterized from the point of view of the organism, culminating in algorithms for real-time stimulus estimation based on a single example of the spike train. These methods were applied to an identified movement-sensitive neuron in the fly visual system. Such decoding experiments determined the effective noise level and fault tolerance of neural computation, and the structure of the decoding algorithms suggested a simple model for real-time analog signal processing with spiking neurons.

All of an organism’s information about the sensory world comes from real-time observation of the activity of its own neurons. Incoming sensory information is represented in sequences of essentially identical action potentials, or “spikes.” To understand real-time signal processing in biological systems, one must first understand this representation: Does a single neuron signal only discrete stimulus “features,” or can the spike train represent a continuous, time-varying input? How much information is carried by the spike train? Is the reliability of the encoded signal limited by noise at the sensory input or by noise and inefficiencies in the subsequent layers of neural processing? Is the neural code robust to errors in spike timing? Clear experimental answers to these questions have been elusive (1, 2). We present an approach to the characterization of the neural code that provides explicit and sometimes surprising answers to these questions.

The first recordings from single sensory neurons demonstrated that the intensity of a static stimulus can be coded in the firing rate of a sensory neuron (3). This concept of rate coding, extended to time-dependent stimuli, provides the framework for most studies of neural coding, leading to the definition of receptive fields, temporal filter characteristics, and so on. Beyond rate coding, a variety of different statistical measures have been proposed—interval distributions, correlation functions, and so forth (1, 4). As with the rate itself, these quantities can be seen as moments of the probability distribution \( \text{P}(i|s(t)) \) that describes the likelihood of different spike trains \( i \), given the stimulus \( s(t) \) (5). These moments, however, are not properties of a single spike train; they are average properties of an ensemble of spike trains (6). Organisms rarely have the opportunity to compute these averages: To say that information is coded in firing rates is of no use to the organism unless one can...
explain how the organism could estimate these firing rates from real-time observation of the spike trains of its own neurons (7).

The simplest problem of real-time signal processing is decoding the spike train to estimate the signal waveform. If one chooses an inappropriate definition of the signal this reconstruction will fail; for example, we have studied auditory neurons that provide enough information for reconstruction of the envelope of the acoustic stimulus but not of the waveform itself (8). One can define the signal encoded by a particular neuron to be that signal which is reconstructed most accurately from observation of the spike train. If one can reconstruct analog signals, then one can begin to understand how spike trains could be manipulated in subsequent stages of neural circuitry to perform more complex processing of these signals. It may not be possible, however, to interpolate between the discrete spikes to estimate a continuous stimulus.

The decoding problem is completely specified by the probability \( P(s|t_t) \) of a particular stimulus waveform \( s(t) \) conditional on the spike train \( t_t \). From this distribution, one can estimate the stimulus, for example, by finding the function of time that maximizes \( P(s|t_t) \). Thus, one approach to the decoding problem is to design experiments that directly measure \( P(s|t_t) \) (2).

An alternative approach is to model the encoding process and analytically develop decoding algorithms within the context of the model; this approach (9) indicates that there is a broad regime in which linear filtering of the spike train results in an optimal estimate of the stimulus waveform (10). Are such simple decoding algorithms applicable to a real neuron?

The problem of reading the neural code is essentially the problem of building a (generally nonlinear) filter that operates continuously on the spike train to produce a real-time estimate of the unknown stimulus waveform (Fig. 1). If the spikes arrive at times \( t_t \), our estimate of the signal is

\[
s_{est}(t) = \sum_i F_i(t - t_i) = \sum_i F_i(\tau - t_i) + \ldots
\]

To optimize the reconstructions one chooses the filters \( F_i \) to minimize \( \chi^2 = \int dt [s(t) - s_{est}(t)]^2 \), where \( s(t) \) is the true stimulus and the integration is over the duration of the experiment (11). The stimulus \( s(t) \) is not restricted to simple sine waves or Gaussian noise, and thus one can study the coding of complex and naturalistic signals (8, 12). In this initial experiment, however, we used relatively simple stimuli.

We applied these ideas in experiments on a single, wide-field, movement-sensitive neuron (H1) in the visual system of the blowfly Calliphora erythrocephala. H1 encodes rigid horizontal movements over the entire visual field (13). Flies and other insects exhibit visually guided flight; during chasing behavior, course corrections can occur on time scales as short as 30 ms (14). The maximum firing rate in H1 is 100 to 200 s\(^{-1}\), so behavioral decisions are based on just a few spikes from this neuron. Furthermore, the horizontal motion detection system consists of only a handful of cells, so the fly has no opportunity to compute average responses (for example, firing rates).

In our experiments, the stimulus \( s(t) \) was the angular velocity of a rigidly moving random pattern. We chose \( s(t) \) from an ensemble that approximated Gaussian noise with standard deviation 132 deg s\(^{-1}\); the spectrum of \( s(t) \) was constant up to a cutoff frequency of 1 kHz. We recorded the spike arrival times \( t_t \) extracellularly from the H1 neuron (2, 15). We began by trying to reconstruct \( s(t) \) with just the linear term of the general expansion, Eq. 1 (Fig. 2). Reconstructions including higher order terms in Eq. 1 were not significantly different, as quantified below. The filters used in the reconstruction integrated over short time intervals, so the optimal estimate of angular velocity at each instant of time was controlled by just a handful of spikes, as expected from behavioral studies.

How good are the reconstructions? The reconstructions consist of a piece that is deterministically related to the stimulus and a random noise piece. We exponentiate these by introducing a frequency-dependent gain \( g(\omega) \) such that \( \hat{s}_{est}(\omega) = g(\omega) \hat{s}(\omega) + \hat{n}(\omega) \), where \( \hat{n}(\omega) \) is the noise referred to the input. In a plot of \( \hat{s}(\omega) \) versus \( \hat{s}_{est}(\omega) \), the gain is the slope of the best linear fit and \( \hat{n}(\omega) \) is the scatter about this line. The distribution of \( \hat{n}(\omega) \) is approximately Gaussian.

Plotting the spectral density of the angular displacement noise, we found (Fig. 3) a peak signal-to-noise ratio (SNR) of better than 5:1, and an SNR of greater than one across a bandwidth of roughly 25 Hz. Using Shannon's formula (16), shown in Eq. 2, we converted these spectra into an estimate of the average rate at which we gained information about the stimulus (\( R_{info} \)) by virtue of observing the spike train; the result was 64 ± 1 bits per second (baud).

\[
R_{info} = \int \frac{d\omega}{2\pi} \log \left[ 1 + \frac{|\hat{s}(\omega)|^2}{|\hat{n}(\omega)|^2} \right]
\]

The second term in the expansion improved the information rate by less than 5%. We have not explored conditions that might maximize this information transmission.

The noise level achieved in the reconstructions is the noise against which an observer of the H1 spike trains (such as the fly) must discriminate to estimate horizontal motion.

![Fig. 1. Schematic view of the decoding process.](https://example.com/fig1)

**Fig. 1.** Schematic view of the decoding process. The “black box” filters the spike train input \( t_t \) to produce an estimate \( s_{est}(\tau) \) of the stimulus.

**Fig. 2.** First-order reconstruction (solid line) using method 1 (11). The stimulus is shown as a dotted line for comparison, and the spike train is shown at the bottom. This example is from a segment of the spike train that was not used in the filter calculations. Stimulus and reconstruction were smoothed with a 5-ms half-width Gaussian filter. (Inset) Filters calculated from methods 1 and 2 (11); the time scale is the same as the main figure, the scale bar = 10 deg s\(^{-1}\), and the arrow marks \( t = 0 \). H1 has a highly asymmetric response profile, with a much larger dynamic range for movement in the excitatory direction. To compensate for this symmetry, we recorded spike trains in response to \( s(t) \) and to the inverted stimulus \(-s(t)\); these are shown as positive and negative spikes in the spike train. These two spike trains approximate the trains that would be generated by H1 cells on opposite sides of the head during a rigid rotation of the fly (2). Our reconstruction is then

\[
s_{est}(t) = \sum_i (F_i(t - c'_{i}) - F_i(t - c_{i})].
\]
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The absolute noise level of the reconstructions is very low. With a behaviorally relevant integration time of 30 ms, one could judge the amplitude of a 20-Hz dither to within ±0.1 deg, which should be compared to the photoreceptor spacing of $\theta_0 = 1.35^\circ$. This angular resolution corresponds to the phenomenon of hyperacuity in human vision (17) and is in quantitative agreement with direct measures of discriminability for stepwise displacements in H1 (15). Defining an equivalent spectral density of noise in a spiking neuron allows one to exhibit hyperacuity in a real-time estimation task.

Information about movement across the visual field is carried in the spatiotemporal correlations of photoreceptor outputs, but these correlations are degraded by noise in the photoreceptors. How accurately can one estimate rigid motion if one optimally processes these noisy photoreceptor signals? In our stimulus ensemble, the angular displacements were small ($80 \leq \theta_0$) for frequencies above 10 Hz. In this limit, the optimal movement estimator involves multiplying the direct current voltage in one cell by the alternating current voltage in its nearest neighbor (5). This is essentially the “correlation” scheme for movement detection proposed by Reichardt (18); in our case, this algorithm was not a minimal model but rather the optimal computational strategy. Analysis of the correlation scheme (5) led to the limiting angular displacement noise level shown in Fig. 3, where the displacement noise from the linear reconstruction approaches the limits imposed by the photoreceptor noise, at least at frequencies above 10 Hz, where our theory of the limiting noise level is valid. The fly visual system thus performs an optimal and nearly noiseless extraction of movement signals from the array of photoreceptor voltages.

Coding is often used to reduce the effects of noise on signal transmission. Does the neural code have any such noise immunity? For several noise sources, such as timing errors, dropped spikes, and spontaneously generated spikes, we created an ensemble of spike trains which were randomly corrupted versions of the original data and then treated these as new data that required decoding. We were able to recover 95% of the original information $R_{\text{info}}$ for the following noise levels: (i) spikes added to increase the firing rate by 20%, (ii) 5% of the spikes deleted, and (iii) Gaussian timing jitter with standard deviation of 2 ms introduced to each spike time. One objection to “spike timing” as a coding strategy is the need for precise measurement of spike arrival times. In the case of H1, this objection is irrelevant. The code is robust to errors of several milliseconds in spike timing and to other corruptions of the spike train.

Preliminary results from four studies suggest that linear decoding is not a special property of H1 under particular stimulus conditions but a more general property of sensory neurons.

1) In H1, we performed reconstruction experiments using stimuli with different spatial characteristics. These different stimulus ensembles provided different SNRs, and these differences were reflected in the reconstructions. Despite large changes in SNR, linear reconstruction continued to work and the reconstruction filters were essentially identical up to a constant scale factor.

2) In the mechanoreceptor cells of the cricket cercal system, the displacement waveform for motions of the filiform hairs was reconstructed from the spike trains of primary afferent neurons (12). For this system, the information transfer rates exceeded 300 baud (~3 bits per spike).

3) In simulations on realistic models (19) for spike initiation, we reconstructed the waveform of injected currents by linearly filtering the spike train.

4) In vibratory receptors of the bullfrog sacculus, we reconstructed the waveform of groundborne vibration using a linear decoding algorithm, although in this case the reconstructions improved substantially (by ~10 to 15%) with the addition of second-order terms (8). We again measured information rates close to 3 bits per spike.

It is, of course, not known if organisms perform the sort of reconstructions demonstrated in Fig. 2. Because linear reconstruction is possible, however, analog processing of the encoded signals can be done in a simple way. It is not unusual for the postsynaptic voltage response to a single presynaptic spike to have the qualitative form of the optimal filter, with a relatively sharp positive peak followed by a slower negative tail. Thus simple synapses could serve as decoders. With this decoding done, cells could then perform analog computations using the nonlinearities contributed by voltage-gated channels along the dendrites and cell body, much as envisioned for nonspiking cells (20). The results of such analog computations could then be encoded by the spike-generating region of the cell, and the process could then begin again. In this view of computation with spike trains, the combination of nonlinearities in spike generation and the filter characteristics of the synapse results in an essentially linear transmission of analog signals from presynaptic cell bodies to postsynaptic dendrites. The dramatic “all-or-none” nonlinearities of spike generation (the focus of so many models for neural computation) are then not as important as the more subtle analog dynamic properties of nonspiking regions of the cell.

It is surprising that time-dependent signals can be recovered so simply from neural spike trains. Reconstruction of the stimulus waveform permitted quantification of the fault tolerance of the code and allowed us to show that the fly visual system approaches optimal real-time computation. These results demonstrate that the representation of time-dependent sensory data in the nervous system is simpler than might have been expected. Correspondingly simpler models of sensory signal processing may be appropriate.

REFERENCES AND NOTES

3. E. D. Adrian, J. Physiol. 61, 47 (1926).
4. Recent work has focused attention on the time variation of firing rates in the auditory [for example, M. I. Miller, P. E. Bartaud, M. B. Sachs, J. Acoust. Soc. Am. 81, 665 (1987)] and visual [for example, B. J. Richmond, L. M. Optican, H. Spitzer, J. Neurophysiol 64, 351 (1990)] systems and on the...
possible significance of temporal structure and correlation in the visual cortex [C. M. Gray and A. J. Singer, Proc. Natl. Acad. Sci. U.S.A. 86, 1698 (1989)]. All these observations, however, involve measurements of average properties of spike trains over repeated presentations of a stimulus. Although these experiments are suggestive of coding strategies that different systems might use, none directly answers the question of how the organism extracts this coded information from single spike trains in real time.


The general most of such approaches are the white-noise methods, such as reverse correlation [P. Marr and V. Marmarelis, Analysis of Physiological Systems, 1st Ed. (Addison-Wesley, New York, 1978). Although these methods do not rely on repeated presentation of identical stimuli, they use models that ideally predict firing rate in response to arbitrarily chosen stimuli. Reverse correlation thus suffers the same limitations as other rate-based approaches.


10. To ensure that the reconstruction process could be implemented in real time, we required that the filters be causal, for example, $F_i(t) = 0$. We calculated the minimum $x$-causal filters in two ways: (i) The best filter set (without the causality constraint) an explicit formula can be written for this filter in terms of the spike trains and the stimulus
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Massive Cortical Reorganization After Sensory Deafferentation in Adult Macaques

TIM P. PONS,* PRESTON E. GARRAGHTY, ALEXANDER K. OMMAYA, JON H. KAAS, EDWARD TAUR, MORTIMER MISHKIN

After limited sensory deafferentations in adult primates, somatosensory cortical maps were organized over a distance of 1 to 2 millimeters mediolaterally, that is, in the dimension along which different body parts are represented. This amount of reorganization was considered to be an upper limit imposed by the size of the projection zones of individual thalamocortical axons, which typically also extend a mediolateral distance of 1 to 2 millimeters. However, after extensive long-term deafferentations in adult primates, changes in cortical maps were found to be an order of magnitude greater than those previously described. These results show the need for a reevaluation of both the upper limit of cortical reorganization in adult primates and the mechanisms responsible for it.

M E R ZENICH and his colleagues demonstrated that primary cortical sensory maps in adult animals, like those in infant animals, are capable of reorganization after various peripheral sensory perturbations (1, 2). Yet, compared to the massive functional changes that have been found in neonates, in which entire cortical maps may be reorganized (3), the changes reported in adults have been relatively small, with an upper limit of 1 to 2 mm along the cortical surface (1, 2, 4). Although the finding of any plasticity in primary sensory maps of adult animals was unexpected, the limited extent of the changes suggested they were confined to the projection zones of single thalamocortical axons (1, 2). Both the limits of reorganization and the mechanisms responsible must now be reconsidered because of new evidence in adult macaques showing reorganization in the cortex at least an order of magnitude greater than that reported previously.
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