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Sensory stimuli convey critical information about various types of 
opportunities and threats, including access to nourishment, the pres-
ence of predators, and the needs of infants. The same sensory stimu-
lus, however, can have different meanings depending on previous 
learned associations and the contexts within which it is presented1–9. 
For example, in language processing, the same words often have mul-
tiple meanings. Humans determine the meaning of these words by 
integrating prior knowledge with context to converge on a relevant 
interpretation10,11. How does the brain enable such interpretation of 
sensory cues based on behavioral context? We propose that three net-
work features would enable context-dependent processing of external 
stimuli by neural circuits: some components must be stable and pro-
vide a high-fidelity representation of a sensory stimulus independent 
of context; other components must be dynamic and rapidly adjust 
when context changes; and, finally, there must be instructive signals 
that convey the global contextual milieu.

The mammalian auditory cortex is a major site of contextual modu-
lation during acoustic behaviors, such that task engagement alters 
the spiking of principal neurons even when there is no change in the 
external sensory cue1–4,12–18. Whether or not a stimulus will produce 
one or more action potentials depends on the strength and timing of 
excitatory and inhibitory synaptic inputs. In the adult, excitatory and 
inhibitory inputs are correlated during passive presentation of acous-
tic stimuli; this co-tuning and correlation of synaptic responses is 
referred to as ‘excitatory–inhibitory balance’19–24. However, episodes 
of learning and periods of heightened attention or arousal activate 
neuromodulatory systems that can lead to the transient uncoupling of 

excitation from inhibition. This temporary period of increased excit-
ability is effective at inducing long-term modifications of synaptic 
strength and receptive field organization25–27. For example, pairing 
stimulation of the cholinergic nucleus basalis with presentation of 
an acoustic stimulus leads to long-term changes in the receptive field 
properties of auditory cortical neurons28,29, via changes in inhibi-
tion25. Cholinergic activity also contributes to task performance by 
signaling positive and negative reinforcement, potentially through 
cortical interneurons6,30–32. These links between neuromodulation, 
inhibitory synaptic transmission, and behavioral changes may be a 
general feature of nervous system organization. For example, a recent 
study showed that cholinergic activation of dendritic inhibition in the 
hippocampus can enable fear learning33.

Context-dependent activity, however, requires rapid changes on a 
trial-to-trial basis. Neuronal ensembles must adjust their firing rate in 
a reversible manner based solely on contextual cues2,4,13,15. These types 
of context-dependent responses diverge from the longer-term mem-
ory traces and reinforcement mechanisms that have been previously 
described6,25,30,33 but may co-opt some of the underlying circuitry. The 
relationship between excitation and inhibition may simply scale (up or 
down) based on attentional demands. However, such co-tuned scal-
ing might restrict state-dependent flexibility. Instead, theoretical work 
suggests that inhibitory inputs can be preferentially regulated by neu-
romodulation34. These synaptic and circuit mechanisms have been dif-
ficult to resolve because of the need to monitor complex input–output 
dynamics of excitatory, inhibitory and neuromodulatory inputs. Here 
we take an integrative approach to measure, manipulate, and model 
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Physical features of sensory stimuli are fixed, but sensory perception is context dependent. The precise mechanisms that  
govern contextual modulation remain unknown. Here, we trained mice to switch between two contexts: passively listening to 
pure tones and performing a recognition task for the same stimuli. Two-photon imaging showed that many excitatory neurons 
in auditory cortex were suppressed during behavior, while some cells became more active. Whole-cell recordings showed 
that excitatory inputs were affected only modestly by context, but inhibition was more sensitive, with PV+, SOM+, and VIP+ 
interneurons balancing inhibition and disinhibition within the network. Cholinergic modulation was involved in context switching, 
with cholinergic axons increasing activity during behavior and directly depolarizing inhibitory cells. Network modeling captured 
these findings, but only when modulation coincidently drove all three interneuron subtypes, ruling out either inhibition 
or disinhibition alone as sole mechanism for active engagement. Parallel processing of cholinergic modulation by cortical 
interneurons therefore enables context-dependent behavior.
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the impact of behavioral engagement on a cortical circuit in behaving 
mice. We combine (i) cell-type-specific two-photon calcium imaging 
to measure network output, (ii) whole-cell voltage-clamp recordings 
of excitatory and inhibitory inputs, (iii) calcium imaging of cholin-
ergic axons to monitor neuromodulatory inputs, (iv) optogenetics to 
manipulate all core components of the circuit, and (v) a theoretical 
model to integrate and test the robustness of our findings.

RESULTS
A context-switching task that depends on the auditory cortex
To determine how behavioral context influence network dynamics, we 
trained head-fixed mice on an active versus passive context-switching 
task using a block-based experimental design (Fig. 1a, Supplementary 
Fig. 1a). For the active listening context (‘active context’), we trained ani-
mals on an auditory go/no-go stimulus recognition task. Mice learned to 
lick for a water reward provided through a lick tube after hearing the rein-
forced conditioned stimulus (the target tone, Supplementary Fig. 1b)  
and to refrain from licking after hearing an unrewarded pure tone of a 
different frequency (the foil tone, Supplementary Fig. 1c). In the pas-
sive context, the lick tube was removed and mice were exposed to the 
same sounds (target and foil), but they did not produce a behavioral 
response (Supplementary Video 1). Importantly, the absence of licking 
in the passive context (i.e., the sensorimotor response in response to the 
target tone) was completely voluntary since it was not reinforced with 
reward or punishment. The choice to behave was therefore externally 
triggered by the presence or absence of the lick tube. This task required 
auditory cortex, as bilateral muscimol infusions into auditory cortex 
significantly impaired behavioral performance in the active context 
(Fig. 1b; n = 3 animals, d′ = 3.0 ± 0.2, muscimol d′ = 0.8 ± 0.3%, mean 
± s.e.m. (where d′ is the difference between z-scored hit rate and false 
alarm rate); P < 0.05, Student’s paired two-tailed t-test).

Rapid and reversible context-dependent changes  
in A1 network output
To determine how auditory cortex responds to the conditioned stim-
uli in both contexts, we first imaged the activity of 1,595 neurons in 

cortical layer 2/3 in five mice in the two different contexts. To select 
the target and foil tones, we performed two-photon imaging in awake 
mice virally transduced to express the calcium indicator GCaMP6s 
while presenting pure tones between 4 and 64 kHz at a sound pressure 
level (SPL) of 70 dB before behavioral training (Fig. 1c,d). We used 
two criteria in selecting the stimuli: (1) the imaged focal planes had 
neurons with tone-evoked calcium responses to the target and foil 
(Fig. 1c) and (2) the two tones were within one octave of each other 
(Fig. 1d). After selecting the target and foil, we conducted behavio-
ral training (Fig. 1e and Supplementary Fig. 1d) until mice reliably 
responded to the target tone with licking (hits) and withheld lick-
ing responses to the foil tone (correct rejects) (Fig. 1e, n = 23 mice,  
d′ = 2.5 ± 0.3, hit rate = 92.5 ± 1.7%, mean ± s.e.m.). All mice reached 
threshold within 3–13 sessions (Supplementary Fig. 1d). All imaging 
data underwent a detailed motion-correction protocol (see Online 
Methods, Supplementary Figs. 2 and 3, and Supplementary Videos 2  
and 3) that was similar to established methods33.

We observed broad-based suppression of neural responses to both 
the target and foil tones during the active context in a majority of 
neurons we imaged (Fig. 2a–d, n = 135/227 target-responsive cells, 
n = 146/210 foil-responsive cells; neurons were tested for responsive-
ness by comparing tone-evoked response to baseline values, P < 0.05, 
Student’s paired two-tailed t-test), consistent with previous extracel-
lular recordings1,2,9. Surprisingly, some neurons showed an increase 
in activity during the task as compared to their activity in the passive 
context (Fig. 2b–d, n = 92/227 target-responsive cells, n = 64/210 
foil-responsive cells, P < 0.05 for responsiveness per neuron, Student’s 
paired two-tailed t-test). A continuum of context-dependent changes, 
from suppression to facilitation, was clearly detectable across animals 
(Fig. 2e; P < 0.001, Kolmogorov-Smirnov test). The continuum from 
broad suppression to selective facilitation was also apparent when 
we restricted GCaMP6s expression to excitatory neurons (Fig. 2f–h; 
n = 620 neurons, n = 142 responsive, 67% suppressed, 33% activated 
in the active context).

Neurons responsive to either the target or the foil tones showed a 
similar modulation by behavioral context (median context modulation  
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Figure 1 Task design and auditory cue selection. (a) Behavioral schematic showing trial structure. In the active context, pure tones are played for 0.5 s at  
70 db SPL, followed by a 0.25-s grace period and a 1.75-s response window. The inter-trial interval (ITI) varied depending on behavioral outcome, with  
false alarms eliciting a 4-s time-out. In the passive context, the target and foil tones were played in a pseudo-random sequence with other pure tones 
(500 ms, 70 db SPL). There was no punishment for licking in the passive context (i.e., the absence of licking was completely voluntary). (b) Schematic 
of bilateral muscimol inactivation (1 µl of 1 mg/ml muscimol). Muscimol inactivation severely impaired behavioral performance (d ′ = 3.0 ± 0.2, 
muscimol d ′ = 0.8 ± 0.3%, mean ± s.e.m., n = 3 animals, Student’s paired two-tailed t-test, t(2) = 7.733, P = 0.0163; hit rate = 98.7 ± 0.9, muscimol 
hit rate = 25.3 ± 4.4%, mean ± s.e.m., n = 3 animals, Student’s paired two-tailed t-test, t(2) = 20.79, P = 0.0023). (c) Example field of view for 
two-photon Ca2+ imaging of tone-evoked activity in A1 of an awake mouse. Color indicates best frequency of each neuron. Gray, neurons that did not 
significantly respond to any tones played for baseline mapping between 4 and 64 kHz. Note consistent low-frequency tuning in this field of view.  
(d) Best-frequency histogram (number of neurons with a certain best frequency). For this animal, the target was chosen to be 8 kHz (green arrow)  
and the foil chosen to be 4.7 kHz (red arrow). (e) Summary of behavioral performance in 23 trained mice (hits 47.2 ± 0.9%, misses 4.2 ± 0.9%,  
false alarms 15.2 ± 1.7%, correct rejects 33.9 ± 1.6%; mean ± s.e.m.).
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for target tones −13.8 ± 4.8%, context modulation for foils −16.8 ± 4.0%,  
median ± 95% confidence intervals (95% CI), Figure 2c,d, bottom; 
dashed lines denote 95% CI generated from a shuffled data set). This 
indicates that task-related modulation was not due to expectation 
of reward on a given trial or delivery of water. Changes in neural 
activity occurred rapidly, within 1–2 trials of context switching 
(Supplementary Fig. 4), supporting the existence of an ensemble-
level switch. Neurons whose best frequency was close to that of either 
the target or the foil (best frequency <0.25 octaves from target or foil; 
target, n = 51 cells, foil, n = 24 cells) were most likely to be suppressed 
during the active context (Supplementary Fig. 5). Conversely, neu-
rons with best frequencies that were further from the target or foil 
(best frequency ≥0.25 octaves from target and foil) were more likely 
to be more responsive during the active context (Supplementary  
Fig. 5). Thus, behavioral context rapidly alters A1 responses, leading 
to a continuum of response suppression and facilitation.

Cell-type-specific activity profiles in auditory cortex
The activity of diverse inhibitory subpopulations may have a key role 
in generating the network output phenotype of both suppression  

and facilitation. We focused on the three interneuron subtypes 
that make up ~80% of cortical interneurons: PV+, SOM+ and VIP+ 
interneurons (expressing parvalbumin, somatostatin, or vasoactive 
intestinal peptide, respectively)35. These three interneuron sub-
types are thought to make up a canonical cortical circuit7,31,36,37. 
To examine the responses of inhibitory cells, we expressed GCaMP6s 
in PV-tdTomato, SOM-tdTomato, or VIP-tdTomato mice in order  
to co-localize the green calcium-sensitive signal to neurons  
expressing the red-fluorescent tdTomato and imaged 65 PV+, 159 
SOM+ and 90 VIP+ layer 2/3 interneurons in A1 during active and 
passive contexts (Fig. 3; cell inclusion approach in Supplementary 
Fig. 6). In contrast to those in the excitatory pool (Fig. 3b), inhibi-
tory neurons showed robust change in baseline activity, with VIP+ 
interneurons showing the largest changes, followed by SOM+ and 
then PV+ interneurons (Fig. 3b). Tone-evoked responses were  
also modulated in all subtypes, revealing that PV+ and SOM+ 
interneurons (Fig. 3c–f) preferred the active context, unlike those 
in the excitatory pool (Fig. 3c,d; ‘PV+’, n = 31 tone-responsive 
PV+ interneurons, 19/31 increased activity, P < 0.01 by Fisher’s 
exact test as compared to the excitatory pool, where 47/142 had 
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Figure 2 Task engagement elicits suppression and facilitation of A1 neurons. (a) Two example neurons (top, target tone responsive, ∆F/F = 38 ± 6%, 
passive, 11 ± 2%, active; bottom, foil tone responsive, ∆F/F = 29 ± 3%, passive, 14 ± 2%, active, mean ± s.e.m.) from the same mouse showing 
suppression in the active context (left, traces and shading indicate mean ± s.e.m.; right, 10-trial heatmap showing only correct trials, which include 
hits and correct rejects). Green and red horizontal bars indicate time of target or foil tone presentation, respectively. (b) Two example neurons showing 
elevated tone-evoked responses in the active context (top, target tone responsive, ∆F/F = 156 ± 13%, passive, 200 ± 2%, active; bottom, foil tone 
responsive, ∆F/F = 40 ± 4%, passive, 96 ± 3%, active, mean ± s.e.m.) in the active context (left, mean ± s.e.m.; right, 10 correct trials). (c) Putative 
spiking activity from deconvolved calcium signals of all target-responsive neurons, correct trials only in active context. Top, cells (n = 227 from 5 
animals) sorted from most suppressed to most activated when the context was switched from passive (‘P’) to active (‘A’). Bottom, modulation index for 
target-responsive neurons. Dashed lines indicate the 95% CI of a shuffled distribution. (d) Deconvolved spiking activity for foil-responsive neurons, 
correct trials only in active context. Top, cells (n = 210 from 5 animals) sorted from most suppressed to most activated in the active context. Bottom, 
modulation index for foil-responsive neurons. Dashed lines indicate the 95% CI of a shuffled distribution. (e) Cumulative distribution of mean tone-
evoked responses for the active and passive contexts (n = 227 cells, P = 0.0009, Kolmogorov-Smirnov test). (f) Example images of GCaMP6s expressed 
specifically in excitatory neurons. Purple shading denotes neurons facilitated during behavior; blue shading, neurons suppressed during behavior; gray 
neurons showed no significant contextual modulation. (g) Example of passive-context-preferring excitatory neuron (top) and an active-context-preferring 
neuron (bottom); mean ± s.e.m. (h) Context modulation for all tone-responsive excitatory neurons (n = 142 cells from 5 animals, correct trials only).
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increased activity; Fig. 3e,f, ‘SOM+’, n = 20 tone-responsive SOM+ 
interneurons, 12/20 increased activity, P < 0.01 by Fisher’s exact test 
as compared to excitatory pool, where 47/142 increased activity). 
While VIP+ interneurons showed the strongest baseline modula-
tion, tone-evoked responses from VIP+ interneurons were muted in 
comparison and preferred the passive context, similar to excitatory 
neurons (Fig. 3g,h). Thus, cortical interneurons are highly sensitive 
to behavioral context in unique ways, suggesting that local inhibition 
may gate contextual information.

Synaptic inhibition acts as a switch to gate the flow of 
contextual information
Given the context-dependent neural output dynamics observed in 
inhibitory and excitatory networks, we wondered whether changes 
in excitatory–inhibitory balance might underlie the shifts in network 
activity. Balanced inhibition helps to control overall excitability and 
information processing. It may be a general property of developed 
cortical circuits in the auditory system20,24,26 and other sensory 
modalities23,35. Co-tuning of inhibition with excitation may be dis-
rupted in epochs of high attention or arousal and may differentially 
affect inhibitory transmission or inhibitory neuron activity25,34,38–40. 
Behavioral context might modulate both tone-evoked excitation and 
inhibition in the same direction (increasing or decreasing excitatory 
and inhibitory inputs together). Alternatively, changes in context 
might transiently disrupt excitatory–inhibitory balance, enhanc-
ing perceptual salience by selective modulation of either excitation  
or inhibition.

We tested these hypotheses by measuring synaptic activity onto 
putative excitatory neurons with whole-cell voltage-clamp recordings 
in behaving animals (Fig. 4a). We measured excitatory and inhibi-
tory postsynaptic currents (EPSCs and IPSCs) in both the active and 
passive contexts (n = 12 cells, n = 4 mice). We observed significantly 
more context-dependent changes in IPSCs than EPSCs (Fig. 4b–e). 
Interestingly, the sign of inhibitory modulation was heterogeneous.  
In some cells, the active context enhanced tone-evoked inhibition 
(Fig. 4b–d), whereas inhibition was decreased in other cells, with 
an overall broader distribution of inhibitory changes (Fig. 4d). 
Comparing the absolute values of inhibitory versus excitatory changes 
revealed that during the active context, IPSC amplitudes were affected 
more than twice as strongly as EPSC amplitudes (Fig. 4e, ∆IPSC:  
34.9 ± 4.1%, ∆EPSC: 16.1 ± 3.5%, n = 12 cells, P < 0.009, Student’s 
paired two-tailed t-test; green circles denote significant changes in 
currents; ∆IPSC median P value per cell 0.03, ∆EPSC median P value 
0.30, Student’s paired two-tailed t-test within neuron). Tone-evoked 
EPSCs and IPSCs in behaving animals could be measured before  
the onset of licking, providing further evidence that motor-related 
suppression was not confounding our experiments.

We predicted firing rates using an integrate-and-fire model with 
our measured IPSCs and EPSCs. We observed both functional classes 
of neurons (activated and suppressed) that we observed with calcium 
imaging (Supplementary Fig. 7a–c, n = 5 neurons showing suppres-
sion, P < 0.01, two-sided Wilcoxon rank–sum test for active versus 
passive context; Supplementary Fig. 7d–f, n = 2 neurons showing 
activation, P < 0.01, two-sided Wilcoxon rank–sum test; n = 5 neu-
rons with no significant change in model-derived spiking). In two 
instances, we were able to record spiking activity in cell-attached con-
figuration in the same cells in which we later measured IPSCs and 
EPSCs after breaking in (Supplementary Fig. 7g–i). In both cases, 
the IPSC context modulation governed whether neuronal spiking was 
suppressed (Supplementary Fig. 7h) or activated (Supplementary 
Fig. 7i) in the active context. Moreover, the measured spiking out-
put (Supplementary Fig. 7g–i, top row) was similar to the pre-
dicted spiking output calculated from the synaptic measurements 
(Supplementary Fig. 7g–i, bottom row), validating the model output. 
Overall, changes in inhibition can explain both response facilitation 
and suppression in excitatory output.

Optical inactivation of inhibitory subtypes impairs context-
dependent switching
We next asked how the different elements of the inhibitory networks 
contribute to the context-dependent modulation between active and  
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Figure 3 Contextual modulation of inhibitory neurons. (a) Example  
images of GCaMP6s (green) expressed in VIP+ interneurons.  
(b) Comparison of trial-by-trial baseline calcium signal modulation across 
cell types (n = 144 excitatory neurons, n = 94 PV+ neurons, n = 159 
SOM+ neurons, n = 79 VIP+ neurons, one-way ANOVA, F(3,472) = 14.97, 
P < 0.0001; P < 0.05 in comparison to excitatory neurons for all cell 
types (*), Tukey’s post hoc test). Baseline levels were computed as the 
non-evoked calcium levels either before or after tone-evoked responses. 
(c) Example of increased activity in PV+ interneuron during the active 
context, correct trials only (mean ± s.e.m.). (d) Modulation index for  
all tone-responsive PV+ interneurons (n = 31 cells, correct trials only,  
P = 0.0065, Fisher’s exact test). (e) Example of increased activity  
in SOM+ interneuron during the active context, correct trials only  
(mean ± s.e.m.). (f) Modulation index for all tone-responsive SOM+ 
interneurons (n = 20 cells, correct trials only, P = 0.0335, Fisher’s  
exact test). (g) Example of decreased activity in VIP+ interneuron  
during the active context (mean ± s.e.m.). (h) Modulation index for all 
tone-responsive VIP+ interneurons (n = 36 neurons, correct trials only,  
P = 0.0407, Fisher’s exact test). (i) Comparison of context preference  
for each neuronal subtype (P < 0.05 for excitatory pool (n = 437 neurons) 
versus PV+ and SOM+, PV+ versus VIP+, and SOM+ versus VIP+,  
Kruskal-Wallis test with Dunn’s post hoc test).
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passive contexts, employing an optogenetic inactivation strategy  
(Fig. 4f–i). We expressed the hyperpolarizing opsin (eNpHR3.0) in a Cre-
dependent manner in PV-Cre, SOM-Cre, and VIP-Cre mice to isolate the 
effects of each specific interneuron type in auditory cortex unilaterally.

Interestingly, optical suppression via cortical illumination of all 
three interneuron subtypes significantly impaired context-dependent 
changes in IPSCs and ultimately behavioral performance in the active 
context (Fig. 4g,h and Supplementary Fig. 8b), implicating all three 
in contextual regulation. Importantly, the neuronal subtypes differed 
in their downstream effect on pyramidal neurons. Suppression of PV+ 
and SOM+ interneurons in the active context increased pyramidal 
neuron spiking in the active context while reducing spiking modula-
tion between contexts (Fig. 4i, top; +53.4 ± 31%, P < 0.01, Wilcoxon 
signed-rank test, n = 9 total (5 neurons with SOM+ inactivation and 
4 neurons with PV+ inactivation). In contrast, suppressing VIP+ 
interneurons in the active context strongly decreased pyramidal neu-
ron output (Fig. 4i, bottom; −93.0 ± 6%, P < 0.01, Wilcoxon signed-
rank test, n = 6 neurons). PV+ and SOM+ interneurons thus appear 
to directly inhibit pyramidal neurons, whereas VIP+ interneurons 
disinhibit pyramidal neurons, during active task engagement, sug-
gesting that multiple interneurons operate in parallel to achieve the 
observed network output.

Cholinergic tone signals a transition to the active context
Next we asked how behavioral context was initially communicated to 
A1 for control of network output in this complex manner. Cholinergic 
modulation from the nucleus basalis is a likely candidate for provid-
ing attentional signals to the auditory cortex25,28,38,40–45, implicated 
in theoretical models34,39 and shown experimentally to selectively 
control cortical inhibition under certain conditions6,25,40.

To determine how these neuromodulatory signals are regulated by 
behavioral context, we measured the activity of 1,600 axonal segments, 
including putative boutons, arising from the nucleus basalis and pro-
jecting to auditory cortex. We targeted GCaMP6s to nucleus basalis 
in two wild-type mice and three ChAT-Cre mice to specifically target 
cholinergic neurons (Fig. 5a–c and Supplementary Fig. 9a–e). We 
monitored axonal activity in auditory cortex in behaving mice using 
two-photon calcium imaging (Supplementary Video 4). To ensure 
motion stability, we restricted our analysis to epochs of time (10–20 s 
or 40–80 frames) in which the movement in the x–y plane was similar 
between the active and passive contexts. We observed clear changes in 
baseline activity levels of axon segments from the nucleus basalis only 
when switching contexts (Fig. 5b–e, P < 10−4 within-animal compar-
ing active to passive context baseline calcium levels, Student’s paired 
two-tailed t-test). During the active context, there was a substantial  
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Figure 4 Inhibition acts as a synaptic switch when changing contexts. (a) Schematic of whole-cell recording experiments during behavior with exposed 
hole in cranial window for electrode access. (b) An example cell showing greater change in inhibitory peak (34.9%) than excitation peak (9.4%) 
when switching contexts (mean ± s.e.m.). (c) An example cell showing a large change in inhibition (40.0%) as compared to excitation (15.5%) when 
switching contexts (mean ± s.e.m.). (d) Histograms of changes in inhibition and excitation for all neurons (n = 12 neurons, n = 4 mice). (e) Magnitude 
(absolute value) of inhibitory and excitatory changes in active versus passive contexts for all neurons (∆IPSC 34.9 ± 4.1%, ∆EPSC 16.1 ± 3.5%,  
mean ± s.e.m., n = 12 cells, Student’s paired two-tailed t-test, t(11) = 3.242, P = 0.0079 (*); green circles denote significant context-dependent 
changes in currents within neuron, P < 0.05, Student’s paired two-tailed t-test). (f) Schematic of whole-cell recording experiments during behavior  
and optogenetic illumination. Circuit diagrams indicating inactivation of each interneuron subtype in separate experiments (optical suppression begins 
100 ms before tone onset and continues for 100 ms after tone offset). (g) Behavioral performance with and without optical suppression of PV, SOM  
or VIP interneurons (all: n = 15 animals, control d ′ = 2.6 ± 0.2, opto d ′ = 1.1 ± 0.2, Student’s paired two-tailed t-test, t(14) = 6.999, P < 0.0001;  
‘PV’: n = 5 animals, control d ′ = 1.9 ± 0.2, opto d ′ = 0.7 ± 0.3, Student’s paired two-tailed t-test, t(4) = 3.5736, P = 0.0233; ‘SOM’: n = 5 animals, 
control d ′ = 3.2 ± 0.3, opto d ′ = 1.7 ± 0.4, Student’s paired two-tailed t-test, t(4) = 5.3464, P = 0.0059; ‘VIP’: n = 5 animals, control d ′ = 2.7 ± 0.5, 
opto d ′ = 1.1 ± 0.3), Student’s paired two-tailed t-test, t(4) = 3.3833, P = 0.0277. (h) Summary of whole-cell voltage clamp recordings (all: n = 13 
neurons in 8 mice, ∆IPSC(control) 42.0 ± 6.0%, ∆IPSC(opto) 19.6 ± 3.5%, Student’s paired two-tailed t-test, t(12) = 5.764, P < 0.0001;  
‘PV+’: n = 7 neurons in 3 mice, ∆IPSC(control) 50.8 ± 9.7%, ∆IPSC(opto) 21.1 ± 5.6%, Student’s paired two-tailed t-test, t(6) = 5.350, P = 0.0017; 
‘SOM+’: n = 5 neurons, ∆IPSC(control) 30.7 ± 6.1%, ∆IPSC(opto) 23.6 ± 3.7%, Student’s paired two-tailed t-test, t(4) = 3.109, P = 0.0529; VIP: 
n = 2 neurons, ∆IPSC(control) 23.5 ± 7.5%, ∆IPSC(opto) 9.3 ± 5.4%, Student’s paired two-tailed t-test, t(1) = 7.003, P = 0.0903). (i) Top, optical 
suppression of PV+ or SOM+ interneurons increases pyramidal spiking in the active context (control = 1.9 ± 0.6 spikes per bin, opto = 2.9 ± 0.9 spikes 
per bin, Wilcoxon signed-rank test, P = 0.0039, n = 5 neurons with SOM+ inactivation (Wilcoxon signed-rank test, P = 0.0039) and n = 4 neurons with 
PV+ inactivation (Wilcoxon signed-rank test, P = 0.0313)). Bottom, optical suppression of VIP+ interneurons reduces pyramidal spiking in the active 
context (control = 0.34 ± 0.05 spikes per bin, opto = 0.02 ± 0.02 spikes per bin, Wilcoxon signed-rank test, P = 0.0313, n = 6 neurons). *P < 0.05.
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increase in the tonic activity of nucleus basalis axon segments  
(Fig. 5d,e, n = 1,600 axonal segments in 5 mice; n = 3 ChAT-Cre  
animals, P < 0.02, Student’s paired two-tailed t-test).

If increased cholinergic modulation is critical for active task engage-
ment, we should observe changes in cholinergic activity that predict 
behavioral engagement on a trial-by-trial basis. To test this, we imple-
mented a trial-by-trial Bayesian decoder using the pre-tone baseline 
calcium signal in cholinergic axonal segments to predict behavioral 
context. We performed a twofold cross-validation by dividing our data 
set into non-overlapping training and test sets, repeating this process 
1,000 times with random allocation of trials to either set. We achieved 
77.9 ± 3.9% accuracy in predicting context from these calcium signals 
compared to a shuffled data set (50.6 ± 2.0%), strongly implicating 
cholinergic modulation in the behavior (Fig. 5f,g). Next, we tested 
whether our decoder could predict key trial-to-trial variables of stimu-
lus and action. Stimulus decoding accuracy was better than chance (real 
data versus shuffled data) only during tone presentation and not before 
(Supplementary Fig. 9f; pre-tone, P = 0.95; tone, P = 0.04; post-tone,  
P = 0.18; Student’s t-test), suggesting that cholinergic terminals can 
carry stimulus information in a time-locked manner. Surprisingly, 
action-decoding accuracy (licking correctly for the target tone, with-
holding correctly for the foil tone) was elevated even before tone onset 
and became significant during the tone period (Supplementary Fig. 9g;  
pre-tone, P = 0.06; tone, P = 0.01; post-tone, P = 0.04; Student’s t-test), 
strongly implicating fluctuations in cholinergic terminal activity as a 
key driver of trial-by-trial fluctuations in performance.

Given these underlying neural dynamics of elevated cholinergic 
signaling in the active context, we next examined whether acetyl-
choline (ACh) receptor activation was required for task performance. 
Unilateral topical application of atropine impaired performance on 
this task by reducing hit rate (Fig. 5h,i, atropine hit rate 0.65 ± 0.06 
in 11 sessions, saline hit rate 0.82 ± 0.04 in 12 sessions, P < 0.05, 
Student’s paired two-tailed t-test, Supplementary Fig. 9h,i). Trial-
by-trial analysis showed that the animal’s response rate was most 
impaired immediately after context switches (Fig. 5j). In control con-
ditions, during transition to the active context, the animal’s hit rate 
immediately reached steady state (first trial hit rate = 92 ± 8%, steady  
state = 90 ± 1.8%, P = 0.85 Wilcoxon signed-rank test when compar-
ing hit rate for trials 1–4 versus trials 11–14 in the active context). In 
atropine conditions, the animal’s hit rate started significantly lower 
before reaching steady state (first trial hit rate = 57.1 ± 20.2%, steady 
state = 80.6 ± 4.0%, P < 0.05, Wilcoxon signed-rank test when com-
paring hit rate for trials 1–4 versus trials 11–14 in the active context). 
We next asked whether direct activation of cholinergic terminals in 
auditory cortex could trigger task-like behavior even in the passive 
context (i.e., with no lick tube present; Fig. 5k–m, Supplementary 
Fig. 10). Surprisingly, illumination of the auditory cortex in the pas-
sive context of trained animals induced tone-evoked licking. In the 
passive context, behavioral responses to the target tone (licking) are 
minimal (12 ± 5%), but they are increased ~80% during activation  
of cholinergic inputs to auditory cortex of trained mice (22 ± 10%) 
(Fig. 5m; n = 9 sessions in 3 mice, P < 0.05, Wilcoxon signed-rank 
test). This partial restoration of active-context behavior argues that  
the cholinergic system plays a critical role in signaling context.  
It is likely that other key factors, including those that continuously 
update the animal on the contextual environment such as water 
reinforcement and somatosensation of the tongue to the lick tube, 
counterbalance the cholinergic activation. Overall, these behavio-
ral manipulations argue that cholinergic signaling is necessary for  
contextual transitions and can even partially restore task-like behavior 
in the passive context.
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Figure 5 Cholinergic activity is necessary and partially sufficient to control 
behavior via inhibitory networks. (a) Grayscale image of cholinergic axon 
segments in a ChAT-Cre mouse. (b,c) Image from a pseudocolored to show 
differences in activity between two adjacent epochs of passive context 
behavior (b) and between two adjacent epochs (switching from active to 
passive) (c). (d) Axonal segments from one mouse. Each row represents the 
responses of one axon segment, where the grayscale indicates ∆F/F across 
contexts (n = 333 axon segments). (e) Comparison of overall activity levels 
in the active versus passive context across animals (ChAT-Cre: n = 3 mice, 
n = 542 cholinergic axon segments, P < 0.0001 intra-animal, Student’s 
paired two-tailed t-test; inter-animal, Student’s paired two-tailed t-test,  
t(2) = 7.321, P = 0.0181; c57: n = 2 mice, n = 1,058 axon segments,  
P < 0.0001 intra-animal, Student’s paired two-tailed t-test). (f) Performance 
of a Bayesian decoder on the axons shown in a–c. Red line denotes actual 
position of lick tube and the associated behavioral context, and the black 
circles and line indicate the decoded lick tube position based solely on the 
cholinergic signal. (g) Summary of decoding performance across animals 
and sites (Predicted: 77.9 ± 3.9%, Shuffled: 50.6 ± 2.0%, n = 4 sites in  
3 animals, Student’s paired two-tailed t-test, t(3) = 6.394, P = 0.0077).  
(h) Behavioral schematic showing local unilateral application of atropine 
during behavior. (i) Hit rate for unilateral application over auditory cortex 
(atropine hit rate 0.65 ± 0.06 in 11 sessions, saline hit rate 0.82 ± 0.04 
in 12 sessions, Student’s unpaired two-tailed t-test, t(21) = 2.439, P = 
0.0237, n = 12 control sessions; n = 11 sessions with unilateral application 
of atropine to auditory cortex). (j) In control conditions, when transitioning 
to the active context, the hit rate immediately reached steady state (first 
trial hit rate = 92 ± 8%, steady state = 90 ± 1.8%, P = 0.85, Wilcoxon 
signed-rank test when comparing hit rate for trials 1–4 in the active context 
versus trials 11–14). In atropine conditions, the animal’s hit rate started 
significantly lower before reaching steady state (first trial hit rate = 57.1 ± 
20.2%, steady state = 80.6 ± 4.0%, P = 0.03, Wilcoxon signed-rank test 
when comparing hit rate for trials 1–4 in the active context versus trials 
11–14). Shading is mean ± s.e.m. (k) Behavioral schematic showing optical 
illumination of auditory cortex during behavior. (l) ChAT-ChR2 animals can 
learn the active context behavioral task within the same time frame as other 
genotypes (n = 3 mice, trained d ′ = 3.1 ± 0.5). (m) Left, the hit rate in the 
active context is not affected by optical activation of cholinergic terminals  
(n = 8 sessions in 3 mice, P = 0.2188, Wilcoxon signed-rank test). Right, the  
hit rate is significantly (~80%) elevated in the passive context during optical 
activation of cholinergic terminals (control: 12 ± 5%, opto: 22 ± 10%, n = 9 
sessions in 3 mice, P = 0.0156, Wilcoxon signed-rank test). *P < 0.05.
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Can this elevation in cholinergic tone drive the inhibitory dynam-
ics that appear to control network output? To directly measure how 
this cholinergic modulation may affect layer 2/3 neurons in the audi-
tory cortex, we performed whole-cell recordings in acute brain slices 
and examined the membrane potential of specific neuronal subtypes 
in response to a cholinergic agonist (1 µM muscarine) while block-
ing NMDA, AMPA, and GABAA receptors. As suggested by previ-
ous studies in mouse barrel cortex and visual cortex38,40, inhibitory 
interneurons were generally more depolarized than excitatory neurons 
during muscarine application (Fig. 6a–c; n = 19 interneurons, n = 15  
excitatory neurons, P < 0.001, Student’s two-tailed t-test, spikes 
removed). Excitatory neurons exhibited the least depolarization of 
all cell types (Fig. 6b,c; n = 15 neurons, median depolarization 1.6 mV,  
interquartile range (IQR) 0–4.3 mV); PV+ interneurons were mod-
estly depolarized (Fig. 6b,c; PV+: n = 7, +5.6 mV, IQR 5.1–9.4), 
while SOM+ and VIP+ interneurons were more strongly depolarized  
(Fig. 6b,c; SOM+: n = 7, +8.2 mV, IQR 7.2–18.3; VIP+: n = 5, +8.6 mV, 
IQR 3.8–9.6). These data support our calcium imaging measurements 
from behaving animals, given that VIP and SOM neurons exhibited 
the largest baseline changes in activity while PV+ neurons experienced 
increases in tone-evoked responses. These results, however, do not 
preclude network-level effects of ACh on interneuron spiking: for 
example, ACh may act indirectly on interneuron spiking by modulat-
ing synaptic inputs, both excitatory and inhibitory, onto interneurons. 
Regardless, cholinergic modulation of cortical inhibition provides a 
powerful, cell-type-selective mechanism for contextual regulation of 
network output and behavioral control.

Cholinergic modulation drives changes in synaptic inhibition
We then examined how cholinergic modulation directly affected excita-
tory and inhibitory inputs during behavior. First, we made additional 
whole-cell voltage-clamp recordings during behavior while applying 
the muscarinic ACh receptor antagonist atropine (1 mM) locally to 
auditory cortex (Fig. 6d–f). Atropine significantly reduced contextual 
modulation of tone-evoked inhibition (Fig. 6e,f). Remarkably, six out 
of seven neurons did not show significant changes in IPSCs (Fig. 6f, 
∆IPSC: 19.7 ± 5.6%, ∆EPSC: 30.3 ± 5.6%, n = 7 cells, P < 0.02, Student’s 
paired two-tailed t-test; green circles denote significant changes in cur-
rents, P < 0.05, Student’s two-tailed t-test within neuron). Moreover, 
atropine altered the timing of synaptic inputs such that the time lag 
between excitation and inhibition was more variable and consistently 
larger than in control conditions (Supplementary Fig. 11). Cholinergic 
activity therefore controls network activity by modulating the amplitude 
of inhibitory inputs and sharpening the timing of synaptic inputs.

If ACh is required for contextual changes in inhibition, we reasoned 
that direct activation of the cholinergic system should preferentially 
modulate inhibition. We performed whole-cell voltage-clamp record-
ings in awake ChAT-ChR2 mice and optogenetically activated cholin-
ergic terminals in A1 (Fig. 6g–i). Optogenetic release of endogenous 
ACh desynchronized cortical activity (Supplementary Fig. 12), and 
significantly altered tone-evoked inhibition to a greater extent than 
excitation (Fig. 6h,i). As with context switching, the sign of inhibitory 
context modulation was heterogeneous, even within the same cell. 
For example, at one frequency (13.5 kHz), optogenetic stimulation 
enhanced tone-evoked inhibition in a single neuron (Fig. 6h), while 
at a different frequency (26.9 kHz), optogenetic stimulation reduced 
tone-evoked inhibition (Fig. 6h). In either case, however, inhibition 
changed more than excitation (Fig. 6h,i). Overall IPSC amplitudes were 
nearly 50% more dynamic than EPSC amplitudes after optogenetic 
illumination (Fig. 6i; (IPSC: 17.8 ± 2.5%, ∆EPSC: 12.6 ± 1.7%, n = 5  
cells, P < 0.03, Student’s paired two-tailed t-test; green circles denote 

significant changes in currents, P < 0.05, Student’s two-tailed t-test  
within neuron). Taken together, our results show that cholinergic 
switching is required in awake mice to control cortical inhibition.
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Figure 6 Cholinergic activity impacts inhibition directly. (a) Schematic 
of slice recordings in mice expressing tdTomato in either PV, SOM, or VIP 
interneurons. (b) Example in vitro recordings from adult mouse auditory 
cortex showing average resting membrane potential (RMP) in 2-s and 
10-s sweeps. Please note that spikes have been removed in the SOM+ 
recordings. Synaptic blockers (DNQX, APV and picrotoxin) were washed 
in for at least 5 min before muscarine wash-in (1–2 µM). (c) Summary 
of in vitro recordings showing significantly greater depolarization of 
cortical interneurons in comparison to excitatory neurons (overall: n = 19 
interneurons, n = 15 excitatory neurons, Student’s unpaired two-tailed 
t-test, t(32) = 4.44, P = 0.0001, spikes removed; cell-type-specific 
responses: PV+: n = 7, median = +5.6 mV, IQR 5.1–9.4; SOM+: n = 7, 
median = +8.2 mV, IQR 7.2–18.3; VIP+: n = 5, median = +8.6 mV, IQR 
3.8–9.6; one-way ANOVA, F(4,30) = 9.015, P = 0.0001; P < 0.05 for all 
interneuron subtypes versus excitatory neurons (PV: P = 0.0218; SOM:  
P < 0.0001; VIP: P = 0.0182), Tukey’s post hoc test). (d) Setup for  
whole-cell recording with local pharmacology in behaving head-fixed mice. 
(e) Two example cells from two different animals that showed only modest 
contextual changes in tone-evoked IPSCs in presence of atropine (1 mM); 
mean ± s.e.m. (f) Absolute value of change in inhibition versus excitation in 
atropine (∆IPSC 19.7 ± 5.6%, ∆EPSC 30.3 ± 5.6%, n = 7 cells, Student’s 
paired two-tailed t-test, t(6) = 3.3252, P = 0.0159; green circles denote 
significant context-dependent changes in currents within neuron, P < 0.05, 
Student’s paired two-tailed t-test within neuron). (g) Setup for whole-cell 
recording and optogenetics in ChAT-ChR2 mice. (h) Example recordings 
from the same cell, showing tone-evoked responses to 13.5 kHz (left) and 
26.9 kHz (right) with and without optogenetic cholinergic modulation in 
auditory cortex (mean ± s.e.m.). Left, 13.5 kHz responses showed greater 
increase in inhibitory peak (+38.8%) and integral (+23.4%) than decrease 
in excitatory peak (35.9%) and integral (+0.0%). Right, 26.9-kHz 
responses showed greater decrease in inhibitory peak (85.2%) and integral 
(30.0%,) than increase in excitatory peak (+35.6%) and integral (+24.3%) 
when optogenetic illumination was switched on and off. (i) Magnitude 
(absolute value) of inhibitory and excitatory changes between optogenetic 
illumination on and off for all neurons across complete tuning curve  
(∆IPSC 17.8 ± 2.5%, ∆EPSC 12.6 ± 1.7%, n = 5 cells, Student’s 
paired two-tailed t-test, t(4) = 3.399, P = 0.0273; green circles denote 
significant context-dependent changes in currents within neuron,  
P < 0.05, Student’s paired two-tailed t-test within neuron). *P < 0.05.
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Recurrent model recapitulates network output only with 
parallel activation of inhibition
Our data indicate that multiple sources of inhibition are recruited in 
parallel by cholinergic activity to adjust input–output dynamics in 
the cortex. Could similar results arise from just the activation of VIP+ 
interneurons alone, or perhaps only the PV+ or SOM+ subpopula-
tions? Alternatively, appropriate switching of cortical activity might 
arise from multiple inhibitory and disinhibitory interactions, required 
to generate the observed task-related modulation while maintain-
ing an overall level of excitatory–inhibitory balance. To examine this 
central question requires network modeling in order to fully explore 
the complex dynamics between multiple cell types and neuromodula-
tory signaling. Thus we built a four-population rate-based network 
model that incorporated known connectivity parameters across 
neuronal subtypes24,25 (Fig. 7a). We then simulated the effects of 
context switching via cholinergic modulation of all inhibitory cell 
types. Importantly, the model recapitulated known features of cortical 
responses at baseline and to sensory inputs in all cell types (Fig. 7b;  
bars denote model output, circles denote measured spike rates from 
literature26,28). If the model incorporated only cholinergic activa-
tion of VIP+ interneurons, the network dynamics from the model 
were nearly opposite to what we observed experimentally (Fig. 7c). 

Likewise, if ACh only activated SOM+ or PV+ interneurons, the net-
work dynamics were similar to the mean excitatory suppression we 
observed experimentally, but other circuit responses were not cap-
tured (Fig. 7c). In contrast, if ACh acted simultaneously on all three 
interneuron subtypes, the model could recapitulate all key network 
responses and was robust to various changes in parameters (Fig. 7c, 
Supplementary Fig. 13).

We analyzed the model dynamics to determine how the network 
state was switched by change in context. These results arise, in part, 
because of the interconnectivity between interneuron subtypes. For 
example, cholinergic activation of PV+ neurons alone suppresses 
excitatory and VIP neurons, but also incorrectly suppresses SOM+ 
neurons. Activation of PV+ and SOM+ neurons together overcomes 
the mutual suppression but leads to direct suppression of VIP even at 
baseline. Activation of all three in parallel, however, creates the right 
balance for all three subtypes for both tone-evoked and baseline activ-
ity levels. A multi-unit rate model generated excitatory diversity about 
a mean suppression, including neurons with robust facilitation due 
to the diffuse nature of the ACh signal and the underlying stochastic 
connectivity properties (Fig. 7d). Importantly, this diversity emerged 
largely as the result of diverse changes in inhibitory inputs (Fig. 7e). 
Together, the network model provides strong theoretical foundation 
for parallel processing by cortical interneurons of neuromodulatory 
signals during behavior.

DISCUSSION
A major challenge in neural systems is to provide logic to complex 
neural dynamics. We present a cohesive model, based on experi-
ments and theory, that shows how parallel processing of choliner-
gic modulation by diverse cortical interneurons enables the same 
sensory stimuli to trigger different behaviors depending on context. 
Surprisingly, excitatory synaptic inputs themselves are only modestly 
affected by context. Instead, during active engagement, cholinergic 
input co-activates multiple interneurons, thereby adjusting inhibi-
tory synaptic inputs and consequently modulating neuronal output. 
A network model captured these dynamics across neuronal subtypes 
only when neuromodulation coincidently drove inhibitory and dis-
inhibitory circuit elements, ruling out either as sole computational 
responses to cholinergic modulation.

Task engagement drives a continuum of responses, from 
suppression to facilitation, in A1
Most excitatory neurons in A1 were suppressed when the animal was 
engaged in the task, but many also showed response facilitation. This 
synthesizes findings from different research groups showing suppres-
sion during task engagement2 and different forms of facilitation3,4. 
The behavioral significance of this bidirectional modulation remains 
an important question. During locomotion, neuronal responses to 
auditory stimuli are systematically suppressed, with no facilitation in 
the auditory cortex and the auditory thalamus12,17,46. Moreover, while 
thalamic neurons exhibit locomotion-induced suppression, they are 
less sensitive to task engagement with higher cognitive load2,12. Thus, 
facilitation of a pool of excitatory neurons appears to be cortical in 
nature, independent of processing earlier in the auditory pathway, 
and may be critical for task performance.

Imaging of inhibitory networks in the cortex demonstrated the 
diversity of responses both within and across interneuron sub-types. 
PV+ and SOM+ interneurons preferred the active context at base-
line and for tone-evoked responses. In contrast, VIP+ interneurons 
showed large, uniform increases in baseline activity but exhibited 
suppressed tone-evoked responses in the active context. This suggests 

Exc PV

VIP SOM

Measured

E P

V S

E P

V S

E P

V S

E P

V S

Exc

PV

VIP

SOM

Exc PV

VIP
SOM

E
vo

ke
d 

fir
in

g 
ra

te
 (

H
z)

20

0 0

40

60

80

Exc PV
VIP

SOM
Exc PV

VIP
SOM

B
as

el
in

e
fir

in
g 

ra
te

 (
H

z)

2

4

6

8

0

∆EPSP ∆IPSP

C
on

te
xt

 
m

od
ul

at
io

n

–1.0

1.0

Passive 
preferring

Active
preferring

Percent change in E inputs
active–passive

Percent change in I inputs
active–passive

25–15 0 25–15

ACh input

Context
modulation

M
od

el
 o

ut
pu

t (
∆

H
z)

10%

2 Hz

Tonea b

c d

e

Figure 7 Network model demonstrates requirement for co-activation  
of inhibitory and disinhibitory circuit elements. (a) Schematic of the  
four-unit rate-based model. (b) Evoked and baseline firing rates of each 
cell type in the four-unit model. Gray circles represent experimental  
values derived from the literature. (c) Changes in activity of all subtypes 
due to context (Active – Passive). The top plot shows the experimental 
values in terms contextual modulation index. The remaining plots  
relate to the network model and show changes in firing rates when  
ACh activates PV+, VIP+ and SOM+ populations either simultaneously 
(second plot) or individually (third through fifth plots). Red outlines 
indicate directional changes that do not match the observed direction of 
change. (d) Schematic of the multi-unit model in which each population 
is comprised of several rate units. The gray box shows the distribution  
of active- and passive-preferring excitatory cells in the model.  
(e) Histograms of the changes in synaptic inputs due to context  
(in terms of percent of total input in passive condition) for total  
excitatory (left) and inhibitory (right) input to individual E cells in  
the multi-unit model. Note the diversity in inhibitory inputs.
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that inhibitory networks regulate cortical output at both a tonic and a 
phasic level. These results are consistent with these three interneuron 
subtypes being sensitive to cholinergic regulation and having strong 
levels of interconnectivity6,31,47. Most importantly, it suggests that 
multiple interneurons are involved in regulating cortical activity dur-
ing the active context.

Inhibition as a synaptic switch to control network output and 
context-dependent behavior
Direct recording of synaptic inputs onto single neurons during behavior  
is a powerful approach to dissect input–output dynamics. Our  
data show that inhibitory inputs were more sensitive to changes in 
behavioral context than excitatory inputs, under the control of cholin-
ergic neuromodulation in a context-switching behavioral paradigm. 
Optical suppression of PV+ and SOM+ neurons during active behav-
ior increased layer 2/3 pyramidal neuron output, implicating these 
neurons in the suppression of excitatory output. In contrast, optical 
suppression of VIP+ interneurons during active behavior decreased 
layer 2/3 pyramidal output, implicating these neurons in disinhibi-
tion. Moreover, unilateral optogenetic suppression of any of these 
interneurons reduced the strength of contextual modulation of IPSCs 
and impaired task performance. This shows that multiple interneu-
rons play a key role in gating contextual information.

Cholinergic signaling activates multiple interneurons in 
parallel during behavior
Task engagement was conveyed to the cortex by the cholinergic pro-
jections of the nucleus basalis. Calcium imaging of neuromodulatory 
axons in recipient regions, such as the auditory cortex, allows us to 
better understand how neuromodulatory systems selectively engage 
during behaviorally relevant epochs. In the context-switching behav-
ioral paradigm, the activity of cholinergic axons from the nucleus 
basalis increased during task engagement. We showed in cortical brain 
slices that a cholinergic agonist (muscarine) depolarized inhibitory 
interneurons significantly more than excitatory neurons. Our data 
do not preclude the possibility that other basal forebrain projections 
that release GABA, glutamate, or peptides may also show differences 
in activity48. However, we note that blocking cortical muscarinic ACh 
receptors reduced changes in IPSCs and impaired behavioral perform-
ance, suggesting that cholinergic modulation of synaptic inhibition 
is critical for control of cortical state. Moreover, tone-evoked licking 
could be partially recovered in the passive context by optically acti-
vating cholinergic axons in the auditory cortex of trained mice. Our 
focus has been on the activation of muscarinic receptors in cortical 
neurons. A complementary and important future avenue of work will 
further dissect the role of nicotinic receptor activation. This further 
dissection may also show that cholinergic activity may impact other 
important mechanisms for task-related responses, including modula-
tion of thalamocortical activity49.

These findings complement recent work showing how phasic 
responses of cholinergic neurons30. It is likely that the cholinergic 
system modulates behavior both by setting the contextual tone and 
by providing rapid phasic signals during behavior30. Our findings, 
however, do not preclude a role for other neuromodulatory centers or 
long-range cortical connections from influencing context-dependent 
activity in auditory cortex. In addition, basal forebrain projections 
to the visual cortex have been shown to yield opposite direction of 
modulation: namely, visual cortical neurons show increased activ-
ity during cholinergic stimulation50. These cortical differences may 
arise as a result of the preferential and region-specific innervation of 
specific subtypes of interneurons7,31. Moreover, it is likely that other 

key neuromodulatory centers may be critical for maintaining full per-
formance. Other circuits may impinge on cortical circuits to further 
influence this switching time as well as steady-state performance. 
Overall, these results show how cortical inputs and outputs are trans-
formed by behavioral context. Parallel processing by diverse cortical 
interneurons of long-range inputs may therefore be a general feature 
of cortical activity during cognitive behaviors.

METHODS
Methods, including statements of data availability and any associated 
accession codes and references, are available in the online version of 
the paper.

Note: Any Supplementary Information and Source Data files are available in the 
online version of the paper.
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ONLINE METHODS
Surgical preparation. All procedures were approved under a New York University 
IACUC protocol. To generate PV-tdTomato, SOM-tdTomato and VIP-tdTomato 
mice, PV-Cre, SOM-Cre, and VIP-Cre animals were crossed with the Ai9 (Allen 
Institute) tdTomato-flox reporter line. ChAT-Cre mice were used for imaging 
cholinergic axon terminals (JAX) and ChAT-ChR2 mice were used for optoge-
netic experiments. C57/Bl6 mice were used in all other experiments. In all cases, 
male and female mice 2–3 months old were anesthetized with isoflurane (2.0% 
during induction and surgery, 0.75% during physiology). A craniotomy was per-
formed over the temporal lobe to expose the auditory cortex (3 mm craniotomy, 
centered 1.75 mm anterior to the lambda suture on the ridge line). Pure tones at 
70 dB SPL and 4–64 kHz frequencies (50 ms, 3 ms cosine on/off ramps, quarter-
octave spacing) were delivered in pseudo-random sequence at 0.5–1 Hz. The 
location of A1 was determined by mapping multiunit responses 500–700 µm 
below the surface using tungsten electrodes in a sound-attenuating chamber. An 
adeno-associated virus (AAV) vector encoding the calcium indicator GCaMP6s 
(AAV1-SYN-GCAMP6s, UPENN vector core) was injected for expression in 
layer 2/3 neurons in right A1 (n = 5 mice for Fig. 2a–e; in Fig. 3, n = 2 mice for 
PV-tdTomato, n = 2 mice for SOM-tdTomato, and n = 2 mice for VIP-tdTomato). 
For isolation of excitatory neurons, we used an AAV encoding the calcium indi-
cator GCaMP6f (AAV9.CamKII.GCaMP6f) (n = 2 mice). Above the injection 
coordinates, a cranial window was implanted replacing a circular piece of skull 
by a glass coverslip (diameter of 3 mm, Warner Instruments) that was secured in 
place using a mix of dental cement and Krazy Glue. A custom-made stainless-
steel headpost (Ponoko) was affixed to the skull using C&B Metabond dental 
cement (Parkell). A small burr hole was drilled anterior to bregma and a ground 
wire was placed under the skull above the pial surface. The ground wire was then 
connected to the metal headpost to allow for lick-detection. Each animal was 
allowed to recover for at least 2–3 weeks.

For experiments imaging the activity of axonal projections from the basal 
forebrain, we carefully leveled the head and drilled a small burr hole targeting 
the right nucleus basalis (AP, -0.5 mm; ML, 1.8 mm; DV, 4.5 mm). We injected 
1.5 µl of an AAV vector encoding the calcium indicator AAV1-SYN-GCAMP6s 
(University of Pennsylvania vector core) into C57 mice (JAX), or 1.5 µl of AAV1-
SYN-FLEX-GCAMP6s (University of Pennsylvania vector core) into ChAT-Cre 
mice to specifically target cholinergic neurons. We injected at a rate of 100 nl/min 
and waited 15 min before extracting the injection needle. We filled the burr hole 
with bone wax and sealed it with dental cement.

Behavioral training and control for imaging experiments. All behavioral events 
(imaging time-stamping, stimulus delivery, water delivery, and lick detection) 
were monitored and controlled by custom-written programs in MATLAB inter-
facing with an RZ6 auditory processor (Tucker-Davis Technologies). Training 
began after at least 7 d of water restriction. Training took place during the day 
and began with habituation to head-fixation, which was immediately followed  
by water-sampling sessions while animals were immobilized in a Plexiglas tube. 
Mice typically learned to lick aggressively for 3- to 5-µl droplets of water within 
1–2 sessions. Once the animals would lick reliably, they were immediately placed 
in the complete behavioral task with minimal shaping. We used a go/no-go behav-
ior task with the target and foil chosen based on the two-photon targeted imag-
ing. Importantly, the initial training session included passive context behavior  
(i.e., the tones but no behavioral responses), as animals would continue to lick 
even in the absence of the lick tube if the passive context was not introduced early 
in the training procedure. For active context, a behavioral block typically con-
sisted of 100 trials with 4 blocks of training conducted per day (total of ~400 trials  
per day). Target versus foil trials were pseudo-randomly ordered, each of which 
consisted of scan onset (imaging), pre-stimulus period (1.25 s), stimulus period 
(500 ms), delay (250 ms), a response period (1.75 s), and an inter-trial interval 
(ITI) with variable duration as described below. Mice only received water for cor-
rect responses to the target during the response period. Incorrect licks recorded 
after the foil presentation (a false alarm) were mildly punished by increasing the 
ITI. Animals were not punished if they licked during any other time epoch (i.e., 
if animal licked in the pre-stimulus period, tone presentation or delay period, the 
trial continued). This enabled us to confirm that animals were actively increas-
ing lick rate for target tones during hit trials and reducing lick rate for foil tones  
during correct rejects (from baseline lick rate to zero during response window). 
This measurement confirmed that both the target and foil tone had behavioral 

effects on the animal; without this, animals could take a single-tone strategy (i.e., 
learn to lick only for the target tone or withhold licking for the foil tone).

Hit trial ITIs were 4–5 s (to enable full licking of reward), miss trials were  
not punished and had an ITI of 2–3 s, false alarm trials were punished with an 
ITI lasting 7–9 s, and correct rejects immediately moved to the next trial with  
an ITI of 2–3 s. Passive context was initiated immediately after completion  
of active context trial blocks. For layer 2/3 imaging experiments in Figure 2,  
a chamber light cue was briefly turned on, the lick tube was rotated out of place, 
and the light turned back off. Care was taken to not physically alter the posi-
tion of the animal. For cell-type-specific imaging including excitatory neurons, 
interneuron imaging (Fig. 3) and axonal imaging of ChAT-Cre animals (Fig. 5), 
lick tube removal was automated using a micromanipulator and images were 
acquired for the entire duration of the experiment. For physiology experiments 
(Figs. 4–6 and Supplementary Fig. 11), lick tube removal was performed within 
5–10 s either manually or with an automated actuator and licks were detected with 
an infrared beam. In a subset of mice, licking was monitored using an infrared 
camera or beam to determine whether presentation of sound stimuli elicited a 
licking movement from the animal. Only in rare cases did mice lick for the target 
tone in the absence of the lick tube, and if they did, this behavior only lasted  
for 1–2 trials. In a subset of animals (n = 2), we established that the animals  
were still thirsty immediately after the passive trial, i.e., the animals would lick 
for ad libitum access to water, confirming that any changes in neuronal responses 
were not due to “satiety.”

For muscimol experiments, animals were injected bilaterally with either saline 
vehicle or muscimol (1 µL of 1 mg/mL) at a depth of ~600 µm below the pial 
surface. The drug was allowed to diffuse while the animals were head-fixed  
for 10–15 min before behavior was initiated. In all cases, animals were tested 
with either saline injection or no injection the day after muscimol injections to 
determine if behavior recovered.

Behavior for physiology experiments. For physiology experiments, animals 
were trained on target and foil that were pre-selected before any physiological 
recordings (target = 9.5 kHz, foil = 5.6 kHz, 0.75 octave spacing). Given the 
typically shorter durations of whole-cell recordings, passive presentation was 
restricted to the target and foil, and lick tube removal (from active-to-passive) 
or insertion (passive-to-active) was performed in 5–7 s using either a manual 
manipulator or automated linear actuator. On the day immediately preceding 
whole-cell recordings, animals performed with d′ > 1.5. Tone duration was set 
to 100 ms for training and experimentation. During training, hit ITIs were 4–5 s  
(to enable full licking of reward), miss trials were not punished and had an ITI 
of 2–3 s, false alarm trials were punished with an ITI lasting 7–9 s, and correct 
rejects immediately moved to the next trial with an ITI of 2–3 s. After animals 
were trained, false alarms were no longer punished during whole-cell recordings 
in order to maximize the number of trials while recordings were stable.

In vivo calcium imaging. Two-photon fluorescence of GCaMP6s was excited at 
900 nm using a mode locked Ti:Sapphire laser (MaiTai, Spectra-Physics, Mountain 
View, CA) and detected in the green channel (GFP emission). Imaging was per-
formed on a multiphoton imaging system (Moveable Objective Microscope, 
Sutter Instruments) equipped with a water immersion objective (20×, NA = 0.95, 
Olympus) and the emission path was shielded from external light contamination. 
Images were collected using ScanImage (HHMI). To image auditory cortex, the 
objective was tilted to an angle of 50–60°. To record time courses of auditory-
evoked neuronal activity, awake animals were head-fixed under the microscope 
and a speaker was placed adjacent to the microscope (microphone-ear distance 
~10 cm). During auditory stimulation, ~300 µm2 areas in layer 2/3 of A1 con-
taining multiple GCaMP6s expressing neurons were selected and imaged (scan  
rate ~4 Hz, 0.26 s/frame, laser power ≤40 mW). For passive context, pure tones 
(70 dB SPL, 4–64 kHz, 500 ms, 10 ms cosine on/off ramps, quarter-octave  
spacing) were delivered in pseudo-random sequence every 20 frames (~5 s per 
passive context trial).

motion correction. We used a multi-step approach to compensate for x–y 
motion due to movements of the awake mouse. First, we performed a frame-by-
frame, rigid registration of the imaging frames that accounts for x–y changes in  
displacement, rotation and translation. Similar to published reports, a mean  
luminance-stable epoch from the middle of the session was chosen as the  
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reference frame51. Second, in animals with a structural marker (tdTomato in PV+ 
and VIP+ interneurons) we separated the functional channel (green, GCaMP6s) 
from the structural channel (red, tdTomato). We then computed the tone-
evoked response for fluorescent signal from both the functional green channel 
(GCaMPs) and the structural red channel (tdTomato). The red channel (tdTo-
mato) had a small amount of fluorescence bleedthrough from the green fluoro-
phore (GCaMP6s) that we could spectrally resolve using linear unmixing. We 
excluded data when the red channel exhibited stimulus-evoked “transients” that 
could not be explained by fluorescence bleedthrough (Supplementary Fig. 6).  
Third, in animals without a structural marker, we assessed the probability of 
motion-induced artifacts particularly at the moment of lick onset52 by comparing 
the frequency of negative deflections with those of positive deflections during 
period of intense licking (Supplementary Fig. 2). Negative deflections in the 
fluorescent traces were immediately flagged and investigated as potentially due 
to motion out of the z-plane and were assumed to be highly correlated with false 
positives for positive deflections35. To remain conservative in our data inclusion 
criteria, any imaging planes that exhibited greater than 5% of cells with statis-
tically-defined negative deflections (pairwise t-test of baseline versus negative 
peak) was excluded from the analysis (n = 2 planes out of 14 imaging planes). 
Fourth, for axonal imaging we focused our analysis entirely on tonic activity 
levels. After motion correction in the x–y plane, we identified epochs of time 
(10–20 s, 40–80 frames) where the amount of motion-correction in the active 
context (abs(dx) + abs(dy)) was similar to that in the passive context and less 
than 1.5 µm in either the x- or y-direction. This significantly reduced the prob-
ability that motion was contaminating the baseline activity levels of the measured 
axon segments. Fifth, to compare responses between contexts, we used a strict 
rule that the outline or shape of the cell, or axonal structure must be present in 
both contexts. We used the average intensity projection, the maximum intensity 
projection, and the motion-corrected time series to confirm this. Cells, in some 
instances, did not show up in both contexts (Supplementary Fig. 3) and were 
excluded from active-passive comparisons.

At all stages of the motion correction process, manual inspection was per-
formed to identify motion out of the plane that was not able to be corrected  
by the above approach. In these rare cases, the data were excluded from  
further analysis.

Image processing and data analysis. Semi-automated data analysis was performed 
using custom-written software in ImageJ (NIH) and Matlab (MathWorks). Images 
were aligned as described above, cellular regions of interest (ROI) were manu-
ally drawn, and raw time-courses were extracted. For each cellular ROI and each 
behavioral condition, the response during tone stimulation was compared to back-
ground and “responsive” cells were identified statistically. We classified neurons 
as responsive if they showed a significant difference in their fluorescence signal 
immediately after tone presentation versus baseline (P < 0.05, Wilcoxon signed-
rank test). Only responsive cells were used for further analysis. Deconvolution of 
calcium signals was performed and used for all comparisons across cells53. Results 
of behavior were analyzed in custom-written MATLAB programs with behavioral 
performance quantified in terms of fraction of correct trials, behavioral d ′, and hit 
rate. For calcium imaging experiments, modulation index was calculated from the 
deconvolved calcium signals as [∆Spike(active) – ∆Spike(passive)/ ∆Spike(active) 
+ ∆Spike(passive)] similar to published reports using spiking data2.

In vitro electrophysiology. Acute slices of auditory cortex were prepared from 
adult mice (PV-tdTomato, SOM-tdTomato, and VIP-tdTomato). Animals were 
deeply anesthetized with a 1:1 ketamine/xylazine cocktail, perfused with dissec-
tion buffer and decapitated. The brain was rapidly placed in ice-cold dissection 
buffer containing (in mM): 87 NaCl, 75 sucrose, 2 KCl, 1.25 NaH2PO4, 0.5 CaCl2, 
7 MgCl2, 25 NaHCO3, 1.3 ascorbic acid, and 10 dextrose, bubbled with 95%/5% 
O2/CO2 (pH 7.4). Slices (300–400 µm thick) were prepared with a vibratome 
(Leica), placed in warm dissection buffer (33–35 °C) for <30 min, then trans-
ferred to a holding chamber containing warmed artificial cerebrospinal fluid 
(ACSF) (in mM: 124 NaCl, 2.5 KCl, 1.5 MgSO4, 1.25 NaH2PO4, 2.5 CaCl2, and 
26 NaHCO3). Slices were kept at room temperature (22–24 °C) for >25 min 
before use. For experiments, slices were transferred to the recording chamber 
and perfused (2–2.5 ml min−1) with oxygenated ACSF at 33 °C.

Somatic whole-cell recordings were made from layer 2/3 pyramidal cells. 
Recordings were performed in current-clamp mode with a Multiclamp 700B 

amplifier (Molecular Devices) using IR-DIC video microscopy (Olympus). Patch 
pipettes (5–8 MΩ) were filled with intracellular solution (in mM: 135 K-gluconate, 
5 NaCl, 10 HEPES, 5 MgATP, 10 phosphocreatine, and 0.3 GTP). For blocking 
synaptic activity, we used DNQX (10 mM), APV (25 mM), picrotoxin (10 mM),  
and muscarine (1–2 µM). The mean series resistance (Rs) was 27.4 ± 10.4 MΩ 
(s.d., s.d.) and the mean input resistance (Ri) was 88.7 ± 25.8 MΩ, determined 
by monitoring cells with hyperpolarizing pulses (40 pA for 50 ms). Recordings 
were excluded from analysis if Rs or Ri changed >30% compared to the baseline 
period. Data were digitized at 10 kHz and analyzed with Clampfit 10 (Molecular 
Devices). Picrotoxin, DNQX, and APV were purchased from Sigma. All statistics 
and error bars are reported as means ± s.e.m. and statistical significance assessed 
with paired two-tailed Student’s t-tests.

In vivo electrophysiology. In vivo whole-cell recordings were performed  
in a sound-attenuating chamber, and recordings obtained from auditory corti-
cal neurons with a Multiclamp 700B amplifier (Molecular Devices). For volt-
age-clamp recordings, pipettes contained: 130 Cs-methanesulfonate, 1 QX-314,  
4 TEA-Cl, 0.5 BAPTA, 4 MgATP, 20 phosphocreatine, 10 HEPES, pH 7.2. Whole-
cell recordings from A1 neurons were obtained from cells located within 400 µm 
of the pial surface, in putative layer 2/3. Data were filtered at 5 kHz, digitized at  
20 kHz, and analyzed with Clampfit 10 (Molecular Devices). Rs: 47.4 ± 31.6 MΩ; 
Ri: 154 ± 150 MΩ (s.d.) in 38 cells. Recordings were excluded from analysis if Rs or 
Ri changed >30% relative to the either passive or active context. For all included 
cells, we also examined the correlation between changes to synaptic currents 
and changes to Ri and Rs for both IPSCs and EPSCs and observed no correlation 
(∆IPSC: r = −0.13, P = 0.62 for Rs, r = −0.17, P = 0.51 for Ri; ∆EPSC: r = −0.06,  
P = 0.82 for Rs, r = −0.05, P = 0.85 for Ri). We used a preparation which enabled 
access to auditory cortex via a ~200 µm hole in a 3 mm piece of round glass, 
providing the stability required to hold cells across conditions54 (Fig. 4a).

Pure tones (100 ms duration, 3 ms cosine on/off ramps) for target and foil 
(5–10 kHz) were played at 70 dB SPL. Tone-evoked responses were measured in 
a tone onset and offset window (150 ms) starting at tone onset. Power analysis 
was performed to determine sample size for statistical significance with a power 
of β:0.7; these studies required at least three neurons for differences in synaptic 
currents during regular behavior between contexts, five neurons for pharmacol-
ogy experiments, and three neurons for optogenetics experiments, all satisfied 
in the experiments of Figures 4 and 6 and Supplementary Figure 11. For all 
patch-clamp experiments, IPSCs and EPSCs values were calculated using the peak 
amplitude during the tone (for tone onset neurons) or during and immediately 
after the tone (for tone offset neurons). The modulation index was calculated 
relative to the active context (Active – Passive)/Active.

For atropine experiments, 1 mM atropine was topically applied through a 
hole in the cranial window for at least 30 min before patch-clamp experiments 
or behavior; control experiments were performed with saline. For cholinergic 
modulation via optogenetic stimulation in ChAT-ChR2-EYFP mice, blue light was 
delivered to the brain surface via a 200 µm fiber (Thorlabs) positioned ~0.5 mm  
above the brain surface, coupled to a 473 nm laser (CrystaLaser). During whole-
cell recordings, blue light pulses were triggered 100 ms before tone onset and 
lasted for 375 ms (473 nm wavelength, 2–2.5 mW) at the surface of the brain. 
During desynchronization experiments (Supplementary Fig. 12), 473 nm light 
was delivered in a 5 s square pulse at 5 mW mm−2. LFP recordings were made 
using a 0.5 MΩ tungsten electrode, and were acquired at 20 kHz. For spectral anal-
ysis in Supplementary Figure 12, we down-sampled LFP recordings to 200 Hz,  
then performed time-frequency decomposition of the LFP using custom software 
written in Matlab. We used a 1 s sliding window with 50 ms steps and aver-
aged spectra across trials. The spectra shown in Supplementary Figure 12 were 
obtained from 10 trials of 5 s square laser pulses delivered to auditory cortex. Each 
frequency band was normalized by the average power in the 2 s baseline period 
preceding cortical optical stimulation. Changes in synaptic responses in Figures 4  
and 5 and Supplementary Figures 8 and 11 were compared by Student’s paired 
two-tailed t-tests as data passed Kolmogorov-Smirnov normality tests.

For interneuron inactivation experiments, AAV1.EF1a.DIO.eNpHR3.0 was 
injected unilaterally into the auditory cortex of PV-cre, SOM-cre, or VIP-cre mice 
at least 2 weeks before any electrophysiological or optogenetic experiments. On 
the first day of recording, we removed the skull only above auditory cortex and 
implanted a cranial window for optical illumination with a small access hole for 
the patch electrode. We then restricted optical illumination to auditory cortex 
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with a fiber-coupled laser. During whole-cell recordings or behavioral sessions, 
blue light pulses were triggered 100 ms before tone onset and lasted for 300 ms 
(532nm wavelength, 10–20 mW/mm2) at the surface of the brain.

Integrate-and-fire model of synaptic currents. The simulations in Supplementary 
Figure 7 used a conductance-based integrate-and-fire model neuron similar to our 
previous study relating synaptic currents and spike generation28. For simulating 
the spiking patterns of each cell, we used EPSCs and IPSCs from experiments in 
Figure 4. On each trial, one EPSC and one IPSC were randomly chosen from the set 
of recorded responses. Excitatory and inhibitory synaptic conductances (ge and gi,  
respectively) were computed from currents as previously described28, and then ge 
and gi were randomly rescaled on each trial to have peak instantaneous conduct-
ance over the range 1.0–1.7 nS. Membrane voltage was computed as: 

tm e e i i
dV
dt

V V g t E V g t E V( ) = − + ( ) −( ) + ( ) −( )rest , 
with τm = 10 ms, resting membrane potential Vrest = −70 mV, excitatory reversal 
potential Ee = 0 mV, and inhibitory reversal potential Ei = −70 mV. A spike was 
evoked in the postsynaptic neuron if the membrane voltage reached threshold 
of −40 mV, at which point the membrane potential was reset to −80 mV in the 
next time step. Spike rates and trial-by-trial correlation were determined over 
100–200 trials (to ensure sampling from the full set of EPSCs and IPSCs), and 
full rasters for all modeled trials are displayed in Supplementary Figure 7c  
for each simulation. Code can be obtained at: http://froemkelab.med.nyu.edu/
kuchibhotla_etal_simulations.

network model: 4-unit model. We built a circuit model of auditory cortex  
containing four populations: one excitatory and one for each of the three  
inhibitory subtypes (PV, VIP, and SOM). Each population is represented by  
a single rate-based equation: 

tx x
x x

totdr
dt

r f I= − + ( )  

with 

I W r I I Ix
tot

y
xy y x

B
x
T

x
A= + + +∑

 

where rx is the firing rate of the X cell population (with X = E, P, V, S). The time 
constants were the same for all I subtypes (τP,V,S = 10 ms) and slower for the E 
population (τE = 20 ms). f is the neural activation function. Here we use a recti-
fied power law55:

f I k Ix
tot

x
tot n( ) =  ( )+  

with k = 0.01 and n = 2.2. Use of a rectified linear activation function (k = 1, n = 1)  
provided qualitatively similar results.

Connections between populations are given via a weight matrix: 

W

W W W W
W W W W
W W W W
W W W W

EE EP EV ES

PE PP PV PS

VE VP VV VS

SE SP SV SS

=



















 

Values for inhibitory connections were determined using data from visual 
cortex56, with the addition of a VIP-to-PV connection known to exist in audi-
tory cortex31 (note that the results do not depend on this connection). Values 
for excitatory connections were determined from empirical and modeling stud-
ies57,58, and all weights were fit to ensure they produced reasonable firing rates. 
This produced the following set of values: 

W =

− − −
− − −
− −

. . . .
. . . .
. . .
.

017 956 045 512
8535 99 09 307
2 104 184 0 734
1 2885 0 14 0−

















.  

Constant background input is given to all four populations in order to  
create reasonable spontaneous rates (IEB = 12.8, IPB = 24, IVB = 8, ISB = 9.6). 

Tone-related input is given only to the excitatory and PV populations, for the 
duration of the tone (IET = 93, IPT = 74, 100 ms)59. The strength of the tone-
related inputs were chosen such that they elicited tone-evoked firing rates  
in each of the four populations that were consistent with reported rates in  
auditory cortex60,61.

For modeling of the passive condition, no ACh inputs are given (IA = 0). In 
the active condition, the effects of ACh are modeled as a small additional input to 
all three inhibitory populations (unless otherwise noted), based on the reported 
depolarizing effects of ACh on these cell types (IpA = IVA = ISA = 5, though the 
results are robust to differences in IA across subtypes (Supplementary Fig. 13). 
Spontaneous and evoked rates in both conditions were determined using steady 
state values of the model. However, measuring tone-evoked rates using either 
peak values or rates averaged over the initial tone-evoked transients (50 ms) 
produced qualitatively similar results.

To test for robustness, the following parameters of the model were varied  
independently from −10% to +10% of their current values: IET, IPT, IpA, IVA, 
ISA, and all nonzero entries of W. Out of 5,000 simulations run with these  
randomly chosen parameters, all but one produced correct directional changes 
due to ACh in all four cell types. Thus, the model is robust to parameter vari-
ations in this range. All simulations were run using the forward Euler method 
with 0.5-ms time step.

network model: multi-unit. In order to explore diversity within a cell type 
population, the four unit model described above was expanded into a multi-
unit model, wherein each cell subtype was represented by multiple individual 
rate-based units rather than just one. The number of cells per population varied 
by subtype (NE = 800, NP = 100, NV = 50, NS = 50). Assuming the following 
connection probabilities between subtypes (though results are comparable for a 
range of connection probabilities): 

P =



















. . . .
. . . .
. . .
. .

15 3 3 3
3 3 3 3
3 3 0 3
3 0 3 0

The mean synaptic strength between different cell types was calculated by 
dividing the weight between the cell types by the product of the connection prob-
ability and the number of cells in the presynaptic population: GXY = WXY/
(NY*PXY). This gives: 

G =

− − −
− − −
−

. . . .

. . . .

. .

0001 0319 0030 0341
0036 0330 0060 0205
0083 00611 0 0489
0054 0 0093 0

−
−



















.
. .

Actual synaptic strengths were drawn from a lognormal distribution with the 
given mean and variance equaling one-ninth the mean. (Note: the mean E to VIP 
connection was lowered slightly as compared to the 4-unit model, as it provided 
a better fit to the desired firing rates in the multi-unit model).

Similar to the 4-unit model, background input was given to all cells to maintain 
reasonable spontaneous rates with values as in the 4-unit model. Tone inputs were 
given to all E and PV cells only; tone-related inputs were drawn independently 
for each cell on each trial from a Gaussian with mean values as in the 4-unit 
model and a variance of 2. ACh inputs were given to all PV, VIP, and SOM cells 
but drawn independently for each cell, and held constant across trials, from a 
Gaussian with a mean value of 5 and variance of 10 (truncated so that all values 
remain positive). This variance of cholinergic effects was intended to represent 
the likely variability in the nature of cholinergic innervation in auditory cortex.

Results were calculated using 20 realizations of the network, run with 15 trials 
each for passive and active conditions. The multi-unit model matches the 4-unit 
model in terms of average spontaneous and evoked firing rates, and average 
changes in firing rate due to ACh.

Histology. To confirm the specific expression of the genetically encoded calcium 
indicator GCaMP6s in nucleus basalis cholinergic neurons following injection 
in ChAT-Cre mice, we performed ChAT immunohistochemistry. We performed 
similar histology with different antibodies to confirm eNpHR3.0 expression in 
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interneuron Cre lines and selective expression of CAMK2-GCaMP6f in excita-
tory neurons preferentially (Supplementary Fig. 14). Mice were transcardially 
perfused using ~45 mL PBS followed by ~45 mL 4% PFA under deep anesthesia. 
Brains were extracted from the skull and post-fixed in 4% PFA for ~2 h at 4 °C, 
then cryoprotected overnight in 30% sucrose solution and sliced coronally with 
16 µm thickness on a cryostat. Fixed brain sections were washed with PBS, then 
incubated for 2–3 h at room temperature in blocking buffer containing PBS with 
0.5% v/v Triton X-100 (Sigma), 2% v/v normal goat serum (Life Technologies) 
and 50 mg/mL BSA. The blocking solution was aspirated and the slices  
were incubated in primary antibody (1:1,000 dilution of chicken anti-GFP IgY, 
cat. # ab13970 (Abcam); 1:200 rabbit anti-ChAT IgG, cat. # AB143 (Millipore); 
1:1,000 dilution of VIP antibody IgG, product. #20077 (Immunostar); 1:1,000 
dilution of anti-parvalbumin IgG, code #235 (Swant); 1:500 dilution of anti-
somatostatin IgG, clone YC7, cat. # MAB354 (Millipore)) overnight at 4 °C. 
Afterwards, slices were washed and incubated for 1–2 h at room temperature 
in secondary antibody (1:1,000 dilution, goat anti-chicken IgY Alexa Fluor 488, 
cat. # A11039; goat anti-rabbit IgG Alexa Fluor 555, cat. # A21430, both from 
Life Technologies; 1:1,000 dilution of goat anti-mouse IgG Alexa Fluor 555, 
 cat. # A21422 (Life Technologies); 1:500 dilution of goat anti-rat IgG, Alexa Fluor 
555, cat. # A21434 (Life Technologies)). Finally, slides were washed, incubated 
at room temperature in DAPI/Hoechst solution (1:1,000 in PBS), washed, then 
coverslipped using Fluoromount (Sigma). Images were acquired from nucleus 
basalis with a 20× air objective on a Zeiss LSM 710 Confocal Microscope (Carl 
Zeiss Inc.) and cell counts were performed in Image J (NIH). All cells stained 
with both anti-ChAT and anti-GFP antibodies were considered cholinergic and 
expressing GCaMP6s. Overall, 95.2 ± 2.6% (n = 3 mice) of GCaMP6s+ cells were 
ChAT+ (n = 3 mice, 15 images), and 50% of ChAT+ cells were GCaMP6s+ (n = 3 
mice, 15 images). All cells counted had confirmed nuclear DAPI staining.

Statistical analysis. All statistical analyses were performed in MATLAB or 
GraphPad Prism 6. Data sets were tested for normality, and appropriate statistical 
tests applied as described in the text (for example, t-test for normally distributed 
data, Fischer’s exact test for categorical observations, Mann Whitney U-test for 
non-parametric data, Friedman test with Dunn post hoc test for non-paramet-
ric data with repeated measurements). Shaded regions surrounding line-plots  

indicate ± s.e.m. unless otherwise stated. Unless indicated in the methods, no 
statistical methods were used to pre-determine sample sizes, but our sample sizes 
are similar to those reported in previous publications7,8,48,51. Data collection and 
analysis were not performed blind to the conditions of the experiments.

data availability statement. The data that support the findings of this study 
are available from the corresponding author upon reasonable request. All code 
related to the modeling work is available at http://froemkelab.med.nyu.edu/.

A Supplementary methods checklist is available.
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